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Sample size in logistic regression
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Large sample properties
• The good properties of ML estimates of 

binary logistic regression models are large 
sample properties that obtain as sample 
size goes towards infinity. Hence

• A sample needs to be  “large enough”
• What “large enough” means is not clear
• What happens when you have too small a 

sample is largely unknown
• Long (1997) puts 100 cases as an absolute 

lower bound
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Calculation of lower bounds
• A lower bound of 100 must be adjust according 

to number of variables in the model and the 
distribution of cases on the dependent variable. 

• Peduzzi et al. (1996) suggest:
• Let p be the smallest of the proportions of 

negative or positive cases in the population and 
k the number of covariates (the number of 
independent variables), then the minimum 
number of cases to include is:

• N = 10 k / p
• If the resulting number is less than 100 you 

should increase it to 100 
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Hosmer-Lemeshow Goodness of fit statistic
• SPSS provides to option of calculating the Hosmer-

Lemeshow goodness of fit statistic for a logistc
regression

• This goodness-of-fit statistic is more robust than the 
traditional goodness-of-fit statistic used in logistic 
regression 

• The test statistic is obtained by applying a chi-square 
test on a 2×g contingency table. The contingency table is 
constructed by cross-classifying the dichotomous 
dependent variable with a grouping variable (with g 
groups) in which groups are formed by partitioning the 
predicted probabilities using the percentiles of the 
predicted event probability. 

• The statistic is chi-square distributed with degrees of 
freedom (g−2) 


